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Web GIS Visualization Platforms

• Claud-based mapping platforms e.g. ArcGIS Online

• Maps created on desktop & loaded on the cloud

• Self-service capabilities and ready-to-use maps

• Include spatial analytics capabilities

• Possibilities for customization



Visualization in Maps

• Smart mapping
– relevant information 

at appropriate scale

• Vector Tiles
– high-performance 

– re-styled to work in any map

• 3D
– add context to the story



Custom Web GIS Visualization

• More flexible

• Mix and match various technologies

• Integrate with relational and other databases

• But require more time to build

• Florida Signal Four Analytics – a web-based 
GIS centric crash data system



Signal Four Analytics



Crash and Traffic Citations Database

Over 10 million 

crashes & citations



Street Network– Florida Unified Basemap

1.8 
million
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Chart Attributes





















































Network Analysis





39

Network Analysis Filters
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Network Analysis Filters











Extract data out of the system









• s4.geoplan.ufl.edu -> Request Access

• Contact ilir@ufl.edu
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To Get Access:
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Performance Evaluation of Big-Data 
GIS systems
• Increase in use of networked,

location aware, pervasive
computing devices for planning and
monitoring the transportation
infrastructure has resulted in a huge
increase in the size of location-
aware datasets.

Bluetooth enabled RSU

• New solutions for large-scale
processing data try to exploit scalability
provided by parallel, distributed
computing systems.

• We try to evaluate the effectiveness of
these distributed, parallel systems for
spatial queries.

• There are two ways in which the
performance of traditional GIS systems
can be improved.

• Traditional GIS systems are single threaded,
tasks cannot be parallelized.

• Cannot run on distributed systems.



Methodology
• Use both real and simulated data 

sets and a set of queries typical in 
the transportation industry on the 
following tools:

– Arc GIS
– Magellan: Open 

source platform, 
built on top of 
Apache Spark.

– Spatial-Spark
– GIS Tools for 

Hadoop -by ESRI

Machine Name CPU 

Cores

Memory 

(GB)

I.P. Address Node 

Number

freenode-X9DRG-HF 32 132 128.227.170.246 Node 1

spark1 2 4 128.227.176.142 Node 2

firestone 4 16 128.227.176.188 Node 3

Software Version
Operation System Ubuntu 16.10 (master)

Java environment JDK version: 1.7.0_91

Hadoop Hadoop 2.6.0

Spark Spark1.6.1

Scala Scala2.11.7

Magellan 1.0.3-s_2.10

Spatio-Spark 2.10

GIS Tools for Hadoop 2.16.0



Sample queries, dataset and 
corresponding primitives

Queries

1. Query which county or land use zone each crash lies in.

2. Query all the bus stops within 100 meters of a crash.

Dataset

• Point data: Crash Data & Simulated Point data

– Crash data: Set of 120 thousand
points. Represent crashes in
Orange County, Florida.

– Simulated points data: 500
thousand, 5 million, 50 million
and 100 million random points

• Polygon Data: Land use (50 thousand polygons) & Parcels
data (500 thousand polygons) for Orange County, Florida

• Other data: NYC Taxi Cab data composed of recorded of
Taxi trips in the city from January 2009 to June 2015. It
has a total of 1.1 billion records. Used for binning.

GIS Primitives

Query 1
• It involves one primitive 

operation:  “contains”
• Given a point and a polygon, 

it answers whether the 
point lies within that 
polygon.

Query 2 
• 2 primitives are needed.
• “buffer”: It draws a 100 

meters buffer around a 
given point (crash).

• “contain”: answer which 
points, lines or polygons 
(Bus stops, Bus routes) lie 
inside the buffer (polygon). 
Similar to query 1



Completion time  comparison for 
small datasets 

Input Spatial

Spark

Magellan ArcGIS

18MB (120K 

Points)

144 s 3.294 s 26.68 s

37MB 282 s 6.464 s 52.72 s

52MB 396 s 9.740 s 78 s

73MB 540 s 13.090 s 104 s

110MB 840 s 20.133 s 157 s

146MB 1080 s 26.049 s 209 s

Input Spatial

Spark

Magellan ArcGIS

18MB 780 s NA 138 s 

37MB 1,500 s NA 366 s

52MB 1,920 s NA 444 s

73MB 2,820 s NA 648 s

110MB 4,320 s NA 1,014 s

Query all bus stops within 100 meters of a Crash (Query 2)Query which county each crash lies in (Query 1)



Completion Time for Big Datasets 
(ArcGIS vs GIS Tools for Hadoop)

Input Operation GIS Tools
for Hadoop

ArcGIS

500 Thousand Random Points Buffer 61 s 49 s

5 million Random Points Buffer 441 s 518 s

50 million Random Points Buffer 3,658 s 4,920 s

100 million Random Points Buffer 7,296 s 13, 218 s

NYC Trip Data (14 Million Points) Binning 60.45 s NA

NYC Trip Data (30 Million Points) Binning 170 s NA

Note: Query 2  Buffer + Contains. 



Possible Improvements

• Primitive ‘Contains’ (Query 1 Contains, Query 2  Buffer + 
Contains).

• GIS Tools for Hadoop, matches every given point against every 
polygon.

• Custom code on Hadoop to only try and match points to polygons 
when they are spatially “near”. ~4x gain. 

Input 1 Input 2 Operation GIS Tools 
for Hadoop

GIS tools 
for Hadoop
- Custom 

ArcGIS

500 Thousand 
Random Points

Landuse Contains 15,000 s 3,700 s 250 s

500 Thousand 
Random Points

Parcels Contains 47,000 s 15,000 s 700 s



Discussion 

• The performance of the systems evaluated can be significantly
better (than traditional systems) for larger data sets. Both GIS Tools
for Hadoop and Magellan outperform ArcGIS in some operations.

• But only limited support for spatial operations (Magellan) and/or
incomplete implementation (GIS tools for Hadoop).

• In the future, parallel and distributed computing techniques can
lead to significant gains. Both in terms of volume and the speed of
Geo-spatial data processing.
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Tableau based spatial data 
visualization 
Tableau

• A suite of software (desktop, server & cloud) that 
allows users to explore and visualize their data.

• Recently (Q1 2017) started adding support for 
spatial maps and files.

• Specifically: GeoJSON, Map-Info and .shp. 

• But no support for spatial queries is natively built 
in.



Static maps

- From tableau.com 



Interactive maps

Land use parcels for D5, Florida (Courtesy FDOT) 



Temporal trends with maps 



Conclusions

• No support for Lines, Multi lines

• No support for joins, can’t overlay sets of
geometries in a single map.

• The final dataset (Shapefile/Map Info)
prepared after preprocessing should be a
single flat file.
– i.e. If different sets of shapes or geometries are to

displayed, they should be merged into a single file.



Questions/Comments ?


